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Introduction: What is semantic meta-mining

What is meta-learning

Learning to learn: use machine learning methods to improve learning

Base-level learning Meta-level learning
Application domain any machine learning
Ex. learning tasks diagnose disease,

predict stocks prices
select learning
algorithm, parameters

Training data domain-specific
observations

meta-data from
learning experiments

Dates back to the 1990’s (see Vilalta, 2002 for a survey)

Strong tradition in Europe via successive EU projects: StatLog, Metal,
e-LICO
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Introduction: What is semantic meta-mining

Limitations of traditional meta-learning

Our focus: data mining (DM) optimization via algorithm/model selection

Implicitly bound to the Rice model for algorithm selection

⇒ Based solely on data characteristics.
⇒ Algorithms treated as black boxes.

Greedy: Restricted to the current (usually inductive) step of the DM
process

Purely data-driven: No integration of explicit DM knowledge into
meta-learning
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Introduction: What is semantic meta-mining

Beyond meta-learning

Revised Rice model: break the algorithmic black box
Use both dataset and algorithm characteristics to meta-learn

Meta-mining: process-oriented meta-learning
Rank/select workflows rather than individual algorithms/parameters

Semantic meta-mining: ontology-driven meta-mining
Incorporate specialized knowledge of algorithms, data and workflows
from a DM ontology
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The meta-mining framework

Example of a DM Workflow

(Fold i)
Proc3.i

Iris−Tst’
i

Iris−Tst’
i

FWeights
i

FWeights
i

Predictions i

J48Model i

Iris−Trn’
i

Iris−Trn
i

(Sub−)Workflows

DM Operators (nodes)

Inputs/outputs (edges)
SelectByWeights

RM−ApplyModel

Proc3

Weka−J48

SelectByWeights

WeightByInfoGain

D−TrainFinalModel

Final J48 Model

WeightByInfoGain

SelectByWeights

RM−Performance

RM−X−Validation

Iris−Trn
i

Iris−Tst
i

Iris

Iris FWeights

Iris’

Weka−J48

Input data: Iris

Task: Feature selection + classification

Algorithms: InfoGain based FS + DT

Evaluation strategy: 10−fold cross−val

Outputs: Learned DT and estimated accuracy

Accuracy i

AverageAccuracy
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The meta-mining framework

The data mining context

Metadata (MD) service DMERinput MD

input data

generated workflows

ranked workflows

Front End
Taverna/RapidMiner

goal
input MD

meta−data (model, predictions, perf)

Intelligent Discovery Assistant (IDA)

data

 service call

 data flow

WFs for

execution

Other services RapidAnalytics RapidMiner DM/TM/IM services

Planner

ProbabilisticAI

Planner
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3

7
8

4
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6

software
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The meta-mining framework

The data-mining context (comments)

The user inputs a DM goal and an input dataset from either the Taverna or
the RapidMiner front end.

1-2. RapidAnalytics’ MD service extracts meta-data to be used by the AI
Planner.

3-4. The IDA’s basic AI Planner generates applicable workflows in a brute
force fashion.

5. The Probabilistic Planner ranks the workflows based on lessons
drawn from past DM experience.

6-7. The selected WFs are sent to RapidMiner for execution.

8. All process predictions, models, and meta-data are stored in the Data
Mining Experiments Repository (DMER)
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The meta-mining framework

How the IDA becomes intelligent

Metadata (MD) service DMER

meta−model

input MD

DM Workflow
Ontology (DMWF)

DM Optimization
Ontology (DMOP)

input data

generated workflows

ranked workflows

Front End
Taverna/RapidMiner

goal
input MD

WFs for

execution

training MD

data

 service call

 data flow

Intelligent Discovery Assistant (IDA)

Other services RapidAnalytics

meta−data (model, predictions, perf)

RapidMiner DM/TM/IM services

Planner

ProbabilisticAI

Planner
Meta−Miner

Offline

meta−mining

software

DB
DMEX
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The meta-mining framework

How the IDA becomes intelligent (comments)

Selected meta-data from the DM Experiment Repository are structured
and stored in the DMEX-DB

Training data in DMEX-DB represented using concepts from the DM
Optimization Ontology (DMOP)

The meta-miner extracts workflow patterns and builds predictive models
using

training data from DMEX-DB
prior DM knowledge from DMOP
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An ontology for semantic meta-mining

DMOP: Data Mining OPtimization ontology

Purpose: structure the space of DM tasks, data, models, algorithms,
operators and workflows

⇒ higher-order feature space in which meta-learning can take place

Approach: model algorithms in terms of their underlying assumptions
and other components of bias

⇒ allows for generalization over algorithms and hence over workflows
⇒ supports semantic meta-mining
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An ontology for semantic meta-mining

Structure of DMOP

RDF
Triple
Store

Formal Conceptual Framework 

of Data Mining Domain

Accepted Knowledge of DM

Tasks, Algorithms, Operators

Specific DM Applications

Workflows, Results

DMOP

DM−KB

Experiment Databases

DMEX−DBs

Knowledge Base
ABox

TBox

Meta−miner’s training data

Meta−miner’s prior DM knowledge
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An ontology for semantic meta-mining

Structure of DMOP (comments)

DMOP (TBox):

a comprehensive conceptual framework for describing data mining
objects and processes (p. 14)

detailed sub-ontologies of classification, pattern discovery and feature
extraction/weighting/selection algorithms

⇒ illustrate our approach to breaking the algorithmic black box (p. 15)
⇒ will serve as models for annotating new DM algorithm families

DM-KB (ABox)

describes individual algorithms using concepts from DMOP

links available operators from known DM packages to their source
algorithms

⇒ generalized frequent pattern mining over WFs from DMER
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An ontology for semantic meta-mining

The Conceptual Framework

hasInput

hasOutput

DM−Operator

instantiated in DMKB

instantiated in DMEX−DB

specifiesInputType

specifiesOutputType

hasSubProcess

DM−Task DM−Algorithm
implements

DM−Data

DM−Workflow

executes
DM−Operation

executes

addresses

realizes

achieves

DM−Hypothesis

DM−Process
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An ontology for semantic meta-mining

Inside Induction Algorithms

Representation Bias

Preference Bias

...

Categorical

LabelledDataSet

Classification

Model

hasObjectiveFct

hasOptimizationProblem OptimizationProblem

hasOptimGoal

hasConstraint

InductionCostFunction

Constraint

{Minimize, Maximize}

hasOptimizationStrategy

controlsModComplexity

hasHyperparameter

OptimizationStrategy

(many other properties)

hasLossComponent

hasRegularizationPar

assumes AlgorithmAssumption

specifiesInputType

specifiesOutputType

hasModelStructure ModelStructure

hasComplexityMetric ModelComplexityMeasure

DecisionBoundaryhasDecisionBoundary

hasModelParameter ModelParameter

ModelComplexityMeasure

LossFunction

ModelComplContStrat

AlgorithmParameter

hasComplexityComp.

RegularizationParameter

ClassificationModellingAlgorithm
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An ontology for semantic meta-mining

Algorithm Assumptions

class individual

subclass of instance of

Assumption

Algorithm

AssumptionOn

ProbabilityDistr
Multinomial

Assumption

Assumption

Gaussian

Assumption

Uniform

LogisticPosteriorAssumption

MultinomialClassPriorAssumption

UniformClassPriorAssumption

AssumptionOn

CategTarget

RealTarget

AssumptionOn
Targets

AssumptionOn

Features

AssumptionOn

Instances

AssumptionOn

NormalClassCondPrAssumption

CommonCovarianceAssumption

FeatureIndependenceAssumption

ConditionalFeatIndepAssumption

MultinomialClassCondPrAssumption

ClassSpecificCovarianceAssumption

AntiMonotonicityOfSupport

LinearSeparabilityAssumption

IIDAssumption
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An ontology for semantic meta-mining

Optimization Strategies

subclass of

instance of

Optimization

Strategy

Continuous

OptStrategy

Discrete

OptStrategy

Deterministic HC

Stochastic HC

Deterministic LBS

Stochastic LBS

Random Walk

BreadthFirst

DepthFirst

UniformCost

A*

Beam S.

BestFirst

GreedyBFSearch

Strategy

Relaxation

Strategy

...

Genetic Search

Hill Climbing

Sim. Annealing

Path−based

Blind

Informed

IterImprove.

Stochastic

Greedy

Branch&Bound

Heuristic BF

Local Beam S.

Deterministic
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An ontology for semantic meta-mining

Feature Selection and Weighting

hasDecisionStrategy

{Global, Local}

{InfoGain, Chi2, CFS−Merit, Consistency ...}

SearchStrategy

DiscreteOptimizationStrategy

{Forward, Backward ...}

FeatureSelectionAlgorithm

hasOptimizationStrategy

DecisionRule StatisticalTest

DecisionStrategy

{Filter, Wrapper, Embedded}

RelaxationStrategy

hasSearchDirection

{Deterministic,Stochastic}

{Blind, Informed}

hasUncertaintyLevel

hasSearchGuidance

{Irrevocable, Tentative}hasChoicePolicy

hasCoverage

FeatureWeightingAlgorithmhasFeatureEvaluator

hasEvaluationTarget

hasEvaluationContext

hasEvaluationFunction

{SingleFeature, FeatureSubset}

{Univariate, Multivariate}

interactsWithLearnerAs
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An ontology for semantic meta-mining

Example: Correlation-Based Feature Selection

hasChoicePolicy

Multivariate

FeatureSubset

CFS−Merit

CFS−SearchStopRule

hasDecisionCriterion

hasDecisionTarget

hasFixedThreshold

hasRelationalOp

FeatureSubsetWeight

EqRelOp

5

GreedyForwardSelection

hasDecisionStrategy

hasFeatureEvaluator

hasOptimizationStrategy

Global

hasSearchGuidance

hasUncertaintyLevel

hasSearchDirection

hasCoverage

Forward

Irrevocable

Informed

Deterministic

CFS−FWA

hasEvaluationTarget

hasEvaluationContext

hasEvaluationFunction

CorrelationBasedFeatureSelection

NumCyclesNoImprovement
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An ontology for semantic meta-mining

Modeling Workflows in DMOP

(Fold i)
Proc3.i

Iris−Tst’
i

Iris−Tst’
i

FWeights
i

FWeights
i

Predictions i

J48Model i

Iris−Trn’
i

Iris−Trn
i

D−TrainFinalModelIris

SelectByWeights

RM−ApplyModel

Proc3

WeightByInfoGain

SelectByWeights

RM−Performance

RM−X−Validation

Iris−Trn
i

Iris−Tst
i

Weka−J48

Accuracy i

Final J48 ModelAverageAccuracy

Proc3: DM-Process
hasInput(Proc3, Iris)
executes(Proc3, FSC-Infogain-J48-Xval-Wf)
hasOutput(Proc3, J48Model3-Final)
hasOutput(Proc3, AvgAccuracy)
hasFirstSubprocess(Proc3, Opex3-Xval)
hasSubProcess(Proc3, Opex3-Xval)
hasSubProcess(Proc3, Opex3-TrainFinalModel)

Opex3-Xval: DM-Operation
hasFirstSubprocess(Opex3-Xval, Proc3.i)
executes(Opex3-Xval, RM-X-Validation)
hasParameterSetting(Opex3-Xval, OpSet3)
hasOutput(Opex3-Xval, AvgPerfMeasure3)
isFollowedDirectlyBy.{OpEx3-TrainFinalModel)
isFollowedBy(OpEx3-TrainFinalModel)
isSubprocessOf(Opex3-Xval, Proc3)
hasSubProcess(Opex3-Xval, Proc3.i)

Proc3.i: DM-Process
hasInput(Proc3.i, Iris-Trn3.i)
hasInput(Proc3.i, Iris-Tst3.i)
hasOuptut(Proc3.i, PerfMeasure-3.1.fold-i)
hasFirstSubprocess(Proc3.i, Opex3.i.1-WeightByInfogain)
isSubprocessOf(Proc3.i, Opex3-Xval)
hasSubProcess(Proc3.i, Opex3.i.1-WeightByInfogain)
hasSubProcess(Proc3.i, Opex3.i.2-SelectByWeights)
hasSubProcess(Proc3.i, Opex3.i.3-J48)
hasSubProcess(Proc3.i, Opex-3.i.4-SelectByWeights)
hasSubProcess(Proc3.i, Opex3.i.5-ApplyModel)
hasSubProcess(Proc3.i, Opex3.i.6-Performance)
...
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Collaborative Ontology Development Platform

The DMOP CODeP

Cicero Forums

Populous
OWL

Editor

OWL

Browser

Mode 3

While browsing DMOP, users

raise and resolve issues on

specific concepts or relations

via the Cicero argumentation

platform ...

... or discuss more general 

topics in the DM forums

The Populous tool allows data

miners to help populate DMOP

by filling pre−defined templates.

Mode 2

Ontology−savvy DM experts

develop DMOP sub−ontologies

directly on OWL editors

Mode 1

Quality

Committee

DMOP
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Collaborative Ontology Development Platform

Towards a DMO Foundry

There is a growing body of data mining ontologies: KD Ontology, DMWF,
OntoDM, KDDOnto, Exposé.

The goal of the DMO Foundry is to serve as a portal for exploration and
collaborative development of these ontologies.

Each participating ontology will have its own CODeP.

DMOP currently used to seed the DMO Foundry: all volunteers welcome!

Visit http://www.dmo-foundry.org and register for a login.
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Recap

How DMOP supports meta-mining

provides a unified framework for describing DM processes, data,
algorithms, and mined hypotheses (models and pattern sets)

breaks open the black box of algorithms and analyses their components,
capabilities and assumptions

provides prior DM knowledge that allows the meta-miner to extract
meaningful workflow patterns and correlate them with expected
performance.
⇒ How this is done is described in the next talk of this tutorial.
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From meta-learning to semantic meta-mining

Standard meta-learning

The typical meta-learning problem formulation would construct
performance predictive models:

for a specific algorithm
for specific couples of algorithms
for specific sets of algorithms

given some collection of datasets to which these algorithms were applied

relying only on DCs and the algorithms performance measures

A typical meta-learning model can only make predictions for the specific
algorithms on which it was trained.

Semantic Data Mining Tutorial (ECML/PKDD’11) 2 Athens, 9 September 2011



From meta-learning to semantic meta-mining

Moving ahead from meta-learning

Standard meta-learning typically relies on the use of Dataset
Characteristics, DC, only

⇓ DMOP ontology

we can now do sematic meta-learning where in addition to DC we also
have algorithm and Data Mining Algorithm and Operator characteristics
given by the DMOP.
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From meta-learning to semantic meta-mining

Semantic meta-learning

A semantic meta-learning problem would associate Algorithms
Descriptors with Dataset Characteristics based on performance
measures

given some collection of datasets to which some algorithms were applied

relying on DCs, the Algorithms Descriptors, and the algorithms
performance measures

A semantic meta-learning model can in principle make performance
predictions for algorithms other than the ones on which it was created as
long as the former are described in the DMOP.

Very similar in nature to collaborative/content based filtering problems
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From meta-learning to semantic meta-mining

Semantic meta-learning: a first effort

We did some very preliminary steps in [2] using semantic kernels to
exploit the semantic descriptors of the algorithms provided by the DMOP.

These kernels where combined with a similarity measure on dataset
characteristics and derived a final similarity measure, defined over pairs
of the form (algo, dataset).

The similarity measure was used in a nearest neighbor algorithm to
predict whether a specific match was good (high expected predictive
performance) or not.

The incorporation of algorithms semantic descriptors seemed to improve
the predictive performance.
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Semantic meta-mining

Semantic meta-mining

Semantic meta-mining differs from its meta-learning counterpart in that
we are acting on workflows of data mining operators/algorithms.
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Semantic meta-mining

Semantic Meta-mining

We will present the following use cases of semantic meta-mining

mining for frequent generalized patterns over workflow collections to be
used for:

workflow description
worflow planning

looking for associations between DM workflow characteristics and
dataset characteristics based on performance measures.

In all of them the use of the DMOP is central
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Semantic meta-mining

Data mining workflows representation

DM wfs are Hierarchical Directed Acyclic Graphs in which:
nodes are Data Mining operators representing the control flow
edges are Input/Output objects representing the data flow

We want to be able to mine generalized workflow patterns, i.e. patterns
that do not contain only ground operators but also abstract classes of
operators, exploiting the hierarchies of the DMOP.

working with the parse tree representation of the DM workflows,
representing the topological sort of the HDAG, is a natural choise.
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Semantic meta-mining

Frequent generalized pattern mining over workflows I

From a data mining workflow derive

a parse tree and from that derive

an augmented parse tree by including these parts of the DMOP that
describe the operators of the WF

pattern mining will take place over the augmented parse tree
representations

the resulting patterns produce a new propositional representation of the
workflows that includes the DMOP information
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Semantic meta-mining

A Data Mining Workflow

Retrieve

Split

End

result

Weight by Information Gain

training set

Select by Weights

weights

Naive Bayes

test set

Apply Model

model

Performance

labelled datalabelled data

performance

example set

training set

input / output edges
sub input / output edges

X basic nodes

Legend

X composite nodes

Join

output
X-Validation
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Semantic meta-mining

Parse and augmented parse tree of the previous WF

(a) Parse tree

Retrieve

X-Validation

Weight by
Information Gain

Select by
Weights

Naive
Bayes

Apply
Model

Performance

End

(b) Augmented parse tree

Retrieve

X-Validation

DataProcessing
Algorithm

FeatureWeighting
Algorithm

UnivariateFeature
WeightingAlgorithm

Weight by
Information Gain

DecisionRule

Select by
Weights

SupervisedModelling
Algorithm

ClassificationModelling
Algorithm

Generative Algorithm

Bayesian Algorithm

NaiveBayes Algorithm

NaiveBayes Normal

Naive Bayes

Apply
Model

Performance

End
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Semantic meta-mining

Generalized Frequent Pattern Extraction Results

28 data mining workflows, combinations of feature selection (four) with
classification algorithms (seven).

456 augmented trees.

Using TreeMiner, [1], with a support of 3% we got 1052 generalized
closed patterns.

Each of the 28 workflows can now be described by the
presence/absence of the 1052 patterns in it.
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Semantic meta-mining

Some Examples of Generalized Workflow Patterns

(c)

X-Validation

FeatureSelection
Algorithm

FeatureWeighting
Algorithm

Select by
Weights

ClassificationModelling
Algorithm

(d)

X-Validation

FeatureSelection
Algorithm

Multivariate
FeatureSelectionAlgorithm

Decision
Tree
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Semantic meta-mining

Meta-mining: associating workflow with dataset
characteristics for performance prediction

The setting:

28 data mining workflows, applied on

65 cancer microarray classification problems with

performance estimates acquired by 10-fold cross-validation.

A total of 1820 base-level data mining experiments.

Each experiment=(wf, dataset) was assigned a label from {best, rest}
based on a statistical significance test (class distribution: 45% best, 55%
rest).

The goal:

find combinations of workflow and dataset characteristics that are
associated with high predictive performance (best label).
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Semantic meta-mining

Meta-mining: associating workflow with dataset
characteristics for performance prediction (contd.)

Workflows are described by the presence/absence of the 1052 closed
patterns

Datasets are described by a set of 18 statistical, information-based, and
geometrical features.

We learn a model by simply applying a decision tree algorithm on the DM
experiments description.
Different evaluation scenarios:

leave-one-dataset out
leave-one-dataset-workflow out (to see whether we can make predictions on
the performance of workflows that were never seen)

In both scenarios we get a performance improvement over the baseline
of default accuracy
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Semantic meta-mining for DM workflow planning

Meta-mining for DM workflow planning

Equip a basic AI planner that follows the CRISP-DM model with a
meta-mined model that will guide task/method/operator selection in view
of optimizing some performance measure
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Semantic meta-mining for DM workflow planning

Basic challenge

Given:

a dataset d
a data mining goal g

a set of data mining operators O
some target performance measure a that we want to optimize

plan a data mining workflow,

WF = [S1, S2, . . . Sn], Si ∈ O

that will have the maximum probability of been observed, i.e.

WF := arg max
WF

P (S1, S2, . . . Sn|d, g, a)

= arg max
WF

P (S1|d, g, a)
N∏

i=2

P (Si|Si−1,d, g, a)
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Semantic meta-mining for DM workflow planning

The AI-planner

Is a Hierarchical Task Network decomposition planner

which creates hierarchical, tree-like, plans using task and method
decompostions.
At each expansion point it needs support on which task or method or
operator it should select given:

the so far constructed sequence of operators Wi−1 = [o1, o2, . . . , oi−1]
the tasks and methods that these operators achieve given by the so far
constructed HTN tree Tri−1

the current state Si−1, namely the set of available I/O objects
the g planning goal

this support is provided by a meta-mined state transition matrix.
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Semantic meta-mining for DM workflow planning

State transition matrix

The planner relies on a meta-mined state transition matrix T with size:
|O| × |O|, where

Tij = P (oj |oi,d, g, a)

this will be learned from past experiences and we will do so with
meta-mining
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Semantic meta-mining for DM workflow planning

Modelling the transition matrix

Original idea focus on transitions of the form P (oi|oj).

However such short transitions are not appropriate for DM workflows so
instead we will use the transition probability:

P (oi = o|Wi−1, Si−1, T ri−1, g)

which is equivalent to computing the confidence of the association rule:

Wi−1 → o

which is given by:

support(W o
i = Wi−1 ∪ {o})

support(Wi−1)
= P (oi = o|Wi−1)

W o
i is the workflow that we get if we add operator o to Wi−1
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Semantic meta-mining for DM workflow planning

Selecting which o operator to apply

Given a so far workflow Wi−1 we need to compute

arg max
o

P (oi = o|Wi−1, Si−1, T ri−1, g)

this requires exact matching of Wi−1 against the collection of previously
applied workflows, overly specific and most probably will return a
no-match.

We relax this matching and use instead a partial one using frequent
workflow patterns.

Let C = {fpi|support(fpi) ≥ θ} a collection of frequent workflow
patterns extracted from some data mining workflow collection.
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Semantic meta-mining for DM workflow planning

Selecting which o operator to apply using frequent patterns

Look for frequent patterns fp ∈ C such that:

fp ∈ W o
i and o ∈ fp

and compute:

p(oi = o|fp− {o}) =
support(fp)

support(fp− {o})

use the quality measure:

q(o) = (p(oi = o|fp− {o}) + λ× support(fp− {o}))

trading off confidence for support, according to λ

and select the o operator according to:

arg max
o

q(o)

Semantic Data Mining Tutorial (ECML/PKDD’11) 22 Athens, 9 September 2011



Semantic meta-mining for DM workflow planning

Accounting for the workflows’ performance measures

We adapt the above idea to account for performance, e.g. predictive
accuracy

Base-level mining experiments are divided in two classess, namely high
predictive performance, H , and low predictive performance, L
Select operators according to:

arg max
o

qH(o)

qL(o)

i.e. with maximal quality in the high performance class and minimal in the
low.

Semantic Data Mining Tutorial (ECML/PKDD’11) 23 Athens, 9 September 2011



Semantic meta-mining for DM workflow planning

Accounting for the dataset characteristics

A number of solutions:

Cluster the space of datasets to performance aware clusters using the
dataset characteristics

Situate a dataset in its respective cluster and then use the cluster specific
qH (o)
qL(o) estimates

Modify the computation of support to reflect dataset similarities and not
just counts

Drawback: requires recomputation of the frequent patterns each time a new
dataset appears.
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Semantic meta-mining for DM workflow planning

Current Status

Operational system

Evaluating the different approaches

Many different future directions, especially on how one can use the rich
information provided by DMOP to meta-mine.
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